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Agenda

• Why to monitor Postgres?

• Monitoring approaches

• Top monitoring points

• When not to monitor?

• Comparison matrix(Tools)

• RemoteDBA Services



Monitoring Approach
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Why monitor my Postgres Database ?
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Availability

Improve Business Process

Capacity Planning

System optimization Performance Problem

Optimization

Availability

Performance

Capacity 
Planning
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Right monitoring strategy 
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Avoid unplanned downtime

● Reduce troubleshooting efforts 
● Improve Mean Time to Resolve 

(MTTR)
● Identify trends and Intelligence 
● Significant Improvement on 

System availability
● Maximise Database Uptime
● Improve end user experience 

AWS Q4 Outage - ~12 hrs
Affected - Multiple services
Impact - Global
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Performance
What?

Why?

How?

Aspects of Monitoring

Security



Database availability

Why?

• Database status
• Database is up but not accepting connections

How?

• Monitoring postgres services 
• Do a ‘select(1) from pg_stat_activity’  from non-super users
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Availability
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Database connection (active/Idle)

Why?

• Identify application usage pattern
• Capacity planning
• Idle connections

How?

• Query Pg_stat_activity for idle/active connections
• PEM performance diagnostic(real time)
• PgBadger(after the fact)
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Availability
&
Performance



Transaction wraparound

Why?

• XID limit reaches : Database stop accepting the connection
• 4 Billion is the limit

How?
• Query pg_database and compare it with ‘autovacuum_freeze_max_age’
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Availability



Database restart/reload

Why?

• Ad-hoc changes on database

How?

• Database  logs
• pg_ctl from system logs.
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Availability



WAL’s ready to be archived

Why?

• Identify reason for WAL generation.
• Avoid Database crash

How?

• Count the files under WAL location. 
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Availability



Database backup

Why?

• Backup is successful
• Not missing any backups
• Logical backup of tables(Very large databases)

How?

• Make sure script/tool which uses Pg_Basebackup/pg_dump has notification mechanism
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Availability

Over 50% DBA’s do not have a 
backup strategy



Streaming replication

Why?

• To meet RPO (Failover)
• Network issue

How?

• Pg_last_wal_receive_lsn &

pg_last_wal_replay_lsn

• pg_stat_replication(Postgres10 onwards)
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Availability



Database Error

Why?

• Capture ERROR, FATAL, PANIC situations
• Data corruption
• Database not able to start up

How?

• Postgres logs
• PgBadger 
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Why?

• Application queries are not running within defined limit
• Change into data/plan or something else

How?

• Periodically  query Pg_stat_activity
• Postgres logs with PgBadger report
• Use PEM

 

Long running queries
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Performance



Locking (conflicts/deadlocks)

Why?

• Application conflicts
• Deadlocks

How?

• Periodically query pg_locks
• Postgres logs with PgBadger
• Use PEM to monitor real time monitoring
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Performance



Object size

Why?

• Identify largest object(table/indexes)
• Identify change in application pattern
• Database redesign

How?

• pg_total_stat_relation(relid)  
• pg_relation_size(relid)
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Performance



Bloating

Why?

• Performance issue(slower reads and writes)
• To control wasted space
• Need for manual vacuum

How?

• Check_postgres.pl
• Use pg_stats,pg_index,pg_class
• PEM 
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Performance



Table/index stats

Why?

• New index requirement
• Autovacuum aggressiveness
• Unused index
• Index usage changed

How?

• Use pgbadger report
• Pg_stat_user_tables for table 
• Pg_stat_user_indexes for index 
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Performance



Monitoring points (host) 

• Load average

• Disk IO

• CPU 

• Memory

• Disk space

• Inode
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When not to monitor?

• Don’t monitor dev machines like production 

• Don’t monitor DR/read-replica machines like production

• Planned maintenance

• Define frequency (Key element)

• Don’t need bloat information daily

• Don’t need vacuum information daily
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Aspects Database Host

Availability

Availability Disk space

Connections Inode

Transaction wraparound

Restart/reload

WAL ready to archive

Backup

Streaming replication

Database error

Performance

Long running query Load average

Locking Disk IO

Object size CPU

Bloating Memory

Table/Index stats

Security NA NA

Takeaway



Tools for monitoring 
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• Prometheus + Grafana

• Nagios Core + check_postgres.pl

• Zabbix 

• Scripts(shell/python)

• PgBadger 

• Postgres Enterprise Manager(Enterprise)



Prometheus + Grafana
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Nagios-core
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Postgres Enterprise Manager
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Comparison matrix
Type Prometheus / Grafana Nagios Core Zabbix Postgres Enterprise 

Manager(PEM)

Database(Connections, 
Queries, Stats, replication) 

Backup

Advisory/Tuning 

Capacity Planning

Error Reporting

Server(CPU,Disk & 
I,Memory,Network)

Notification  

Custom Probes
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Remote DBA Service

Timely, Affordable, 
and Reliable

Always at Your Service

Premium 
Management

More than 
Monitoring Alone

Around-the-clock 
Assurance

On-premises and 
in the cloud
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Remote DBA Ongoing Operational tasks
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Monitoring

Performance 
tuning

Capacity 
planning

Maintenance 
activities

Proactive 
intelligence
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Remote DBA Offering
RemoteDBA Cloud DBA

24x7 Monitoring ✅ ✅
24x7 DBA Operations ✅ ✅
Database & Tools Upgrades ✅ ✅
Query Tuning Advice ✅ ✅
Proactive Health Scan ✅ ✅
Monthly Trend Review ✅ ✅
Quarterly Review ✅ ✅
Account Technical Lead ✅ ✅
Supported Platforms OpenShift, RHEL, 

CentOS, Debian, Microsoft 
Windows

● AWS EC2
● Azure VM
● GCP



Thank you


